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Dopamine (DA) modulatory activity critically supports motivated behavior. This
modulation operates at multiple timescales, but the functional roles of these distinct
dynamics on cognition are still being characterized. Reward processing has been
robustly linked to DA activity; thus, examining behavioral effects of reward anticipation
at different timing intervals, corresponding to different putative dopaminergic dynamics,
may help in characterizing the functional role of these dynamics. Towards this end,
we present two research studies investigating reward motivation effects on cognitive
control and episodic memory, converging in their manipulation of rapid vs. multi-second
reward anticipation (consistent with timing profiles of phasic vs. ramping DA, respectively)
on performance. Under prolonged reward anticipation, both control and memory
performances were enhanced, specifically when combined with other experimental
factors: task-informative cues (control task) and reward uncertainty (memory task). Given
observations of ramping DA under uncertainty (Fiorillo et al., 2003) and arguments that
uncertainty may act as a control signal increasing environmental monitoring (Mushtaq
et al., 2011), we suggest that task information and reward uncertainty can both serve as
“need for control” signals that facilitate learning via enhanced monitoring, and that this
activity may be supported by a ramping profile of dopaminergic activity. Observations
of rapid (i.e., phasic) reward on control and memory performance can be interpreted in
line with prior evidence, but review indicates that contributions of different dopaminergic
timescales in these processes are not well-understood. Future experimental work to
clarify these dynamics and characterize a cross-domain role for reward motivation and
DA in goal-directed behavior is suggested.
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Dopamine (DA), a neuromodulator primarily produced in the midbrain and globally broadcast
to limbic and cortical targets, is implicated in a range of adaptive behaviors from movement to
reward processing to learning. Research characterizing DA function has revealed distinct temporal
dynamics—phasic firing and tonic background activity—potentially making separate mechanistic
contributions to motivated behavior (Grace, 1991; Niv, 2007). Phasic DA bursts signal unexpected
reward, while unexpected withholding of reward depresses phasic DA (positive and negative
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reward prediction errors; Schultz et al., 1997). These prediction
errors may regulate updating of online mental representations
(Braver and Cohen, 2000; O’Reilly and Frank, 2006) and guide
reward-based learning (Schultz, 1998). Tonic DA is less well-
characterized, but, in frontal cortex, may support maintenance
of representations (Seamans and Yang, 2004; Westbrook and
Braver, 2016), and in striatum, may determine response vigor,
or average latency/rate of reward pursuit (Niv et al., 2007).

Recently, a third DA dynamic distinct from both phasic and
tonic DA has been identified. Using fast-scan cyclic voltammetry
to index rodent striatal DA, Howe et al. (2013) demonstrated
that as rodents navigated a spatial maze over a multi-second
timescale, moving towards a reward at endpoint, DA ramped
with proximity to reward. Further, ramping scaled with reward
magnitude. These ramping signals could not be interpreted as
phasic activity elicited by prediction error or as tonic background
activity, given correspondence to a specific, prolonged epoch of
goal pursuit and resolution. This signal has been proposed to be
‘‘quasi-tonic’’ (Lloyd and Dayan, 2015): like tonic DA, ramping
DA might operate via extrasynaptic, background firing, but
this remains to be comprehensively characterized. In contrast,
phasic DA primarily operates via synaptic release (Floresco et al.,
2003).

The function of ramping DA remains debated. This ramping
dynamic has been observed in rodents traversing a maze
towards a reward but also while anticipating a highly-uncertain
reward (i.e., 50% reward probability (Fiorillo et al., 2003;
Gershman, 2014)) suggested that ramping may reflect averaged
activity elicited by reward prediction errors. Evidence from
computational models suggests that DA ramps may feasibly
support multiple functions: (1) resolution of action timing
uncertainty; (2) increasing gain control for a chosen action; and
(3) a discounted function of vigor (Lloyd and Dayan, 2015).
Importantly, these functions are proposed to be non-mutually
exclusive: ramping activity may reflect multiple functions at any
given time. Empirical evidence has yet to clarify these accounts.

Given this complexity and present dearth of empirical
studies, characterizing the purpose of DA ramping remains a
challenge. Functional homology between human and rodent
DA systems (Berridge and Kringelbach, 2008) suggests that
analogous DA responses can be elicited in humans by similar
reward and uncertainty manipulations. Examining human
cognitive performance under such manipulations may thus
help identify behaviors supported by ramping DA activity and
generate more specific experimental hypotheses. Towards that
end, we here synthesize findings from two studies showing
that manipulating reward anticipation timing (in interaction
with other factors: advance task information and reward
uncertainty) altered cognitive performance in two distinct
cognitive domains: cognitive control and episodic memory.
Importantly, reward timing manipulations in both studies
contrasted brief (<500 ms) vs. prolonged (multi-second) reward
anticipation prior to information processing on each trial; these
timing profiles are consistent with time windows previously
associated with phasic or ramping DA activity, respectively. We
discuss implications of these findings for functional accounts of
ramping DA.

Although DA activity and reward anticipation effects have
been investigated in multiple cognitive domains, (cognitive
control: (Cools, 2008; Locke and Braver, 2008; Krebs et al.,
2012; Chiew and Braver, 2013); episodic memory: (Wittmann
et al., 2005; Adcock et al., 2006; Daw and Shohamy, 2008;
Duzel et al., 2010; Shohamy and Adcock, 2010)), an integrated
account of DA in goal-directed behavior requires unifying these
observations across functional domains. Traditional models
of cognitive control and memory suggest a resource-sharing
account whereby increased control is associated with worse
subsequent memory (Craik et al., 1996), but more recent
investigations indicate that control and memory can work
synergistically, with increased top-down control leading to
increased memory selectivity for task-relevant information
(Richter and Yeung, 2015; Chiu and Egner, 2016). Given that
contexts where controlled performance may optimize reward
are arguably situations where learning is most critical for future
reward-seeking, it is important to investigate for a common role
of DA and characterize its potentially synergistic activity across
cognitive domains.

STUDY 1: REWARD TIMING, TASK
INFORMATION, AND COGNITIVE
CONTROL (Chiew and Braver, 2016)

This study examined Eriksen flanker task performance as a
function of reward and task-informative (deterministically
predicting congruent, neutral, or incongruent array) cues in
two experiments. We focus on Experiment 2 here (paradigm
and key findings in Figure 1). Both experiments demonstrated
that task-informative cues, specifically when combined with
reward incentive (awarded for fast, accurate responses),
led to reduced interference (incongruent minus neutral
reaction times; lower interference indicates enhanced control).
In Experiment 2, manipulating cue timing prior to target
modulated these effects. When reward cue was presented
2000 ms before flanker array (‘‘Early Incentive’’ condition),
enhanced cognitive control was observed, with a specific benefit
for informed trials. In contrast, when reward cue was presented
300 ms before flanker array (‘‘Late Incentive’’ condition),
participants sped up under incentive1 but interference
costs did not significantly change with incentive or task
information. These results were interpreted as evidence that
participants can use preparatory information to up-regulate
control, but only when motivated to do so (i.e., by incentive),
and only with adequate time to engage cue-constrained
attention.

Consideration of dopaminergic dynamics elicited by reward
cue at these different timing intervals may help elucidate
the mechanisms underlying behavioral outcome. In the Late
Incentive condition (reward cue 300 ms prior to target), flanker
performance would occur during the putative time-window

1In the Late Incentive condition, response speeding under trial-by-trial
incentive occurred in all trial types (incongruent, neutral and congruent)
without specifically benefiting incongruent trials (which would have led to a
decrease in interference costs). Refer to Chiew and Braver (2016) for statistics.
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FIGURE 1 | (A) Task design from Experiment 2 from Chiew and Braver (2016). Incentive and task-informative cues were manipulated on a trial-by-trial basis, while
the two timing conditions (Early and Late Incentive) were blocked. This figure shows an incentivized, task-informed trial for both Early Incentive and Late Incentive
conditions. In the Early Incentive condition, participants were first presented with a rectangle (with rectangle color indicating incentive status—green for incentive
trials, white for non-incentive trials), followed by informative (shapes surrounding the rectangle indicating upcoming congruent, neutral, or incongruent array) or
uninformative (question marks surrounding the rectangle) cue, followed by target (flanker array). In the Late Incentive condition, participants were presented with the
informative/uninformative cue first, followed by incentive/unincentive cue, followed by target. Importantly, informative cues indicated upcoming trial status but not the
direction of the flanker arrow, so participants could not use the information to prepare a motor response. Participants were explicitly instructed on the meaning of the
incentive and task-informative cues and tested both before and after the task to ensure that cues had been learned. Participants were required to respond prior to an
individualized reaction time criterion (30th percentile of correct reaction times from a prior baseline; 1000 ms total response window), then received liquid feedback
and a 2000 ms ITI. Participants were rewarded only when accurate and faster than criterion. The average reward rate was 75% (range: 46–96%) under Early
Incentive and 71% (range: 41–99%) under Late Incentive, compared to an expected reward rate of 30% at baseline performance, indicating that the incentives
enhanced overall performance. (B) Reaction time (RT) interference in Experiment 2 as a function of incentive and task information. Asterisks indicate significant
effects (p < 0.05). In the Early Incentive condition, a significant Incentive × Information interaction was observed such that interference was lowest in incentivized,
informed trials. Main effects of Incentive and Information were not significant. In the Late Incentive condition, no significant differences in interference as a function of
these factors were observed. While Incentive and Information led to different effects within timing condition as noted, it should be noted that a full three-way
interaction of Timing × Incentive × Information was not significant (F(1,23) = 1.864, p = 0.185).

for phasic DA activity, while in the Early Incentive condition
(with reward cue 2000 ms prior to target) flanker performance
would occur during the putative time-window for DA ramping
(following the anticipation interval in Fiorillo et al., 2003). In the
memory domain, Stanek et al. (submitted) used a similar reward
timing manipulation, evoking putative phasic vs. ramping DA
responses, and examined how timing interacted with reward
probability to influence encoding. We discuss this study and its
findings below, then consider both studies and their collective
implications for the effects of reward anticipation dynamics on
cognition.

STUDY 2: REWARD TIMING, PROBABILITY
AND EPISODIC MEMORY (Stanek et al.,
submitted)

This study examined incidental memory for stimuli shown
during reward anticipation as a function of reward probability,
timing relative to reward cue onset, and retention interval.
On each trial, participants were cued to anticipate a reward
by (previously-learned) abstract cues signaling 0%, 50%, or
100% reward probability. Participants viewed incidental object
stimuli either early in the anticipation epoch (Early Epoch;
immediately after cue offset, 400 ms post-cue onset) or late

in the anticipation epoch (Late Epoch; immediately before
reward outcome, 3000–3600 ms post-cue onset). The critical
anticipation period was between reward cue and incidental
stimulus: Early and Late Epoch intervals corresponded to
time windows associated with phasic DA, anticipated to
scale with expected reward value, or prolonged ramping DA,
anticipated to scale with reward uncertainty (following Fiorillo
et al., 2003). Participant object memory was tested 15 min
or 24 post-encoding (assessing memory without and with
consolidation). The paradigm and putative DA dynamics are
shown in Figure 2A.

For objects presented at Early Epoch (Figure 2B), memory
benefit scaled with reward probability (100% > 50% > 0%) but
only post-consolidation (24-h retention). In contrast, for objects
presented at Late Epoch (Figure 2C), memory benefit was found
under reward uncertainty (50% > 100% and 50% > 0%) at
both retention intervals. These findings suggest that expected
reward value and uncertainty may have dissociable influences on
memory formation: timing of the memory benefit for expected
reward value was consistent with putative phasic DA (occurring
at Early but not Late Epoch) and was consolidation-dependent,
while memory benefit for uncertainty was consistent with
putative ramping DA (occurring at Late but not Early Epoch) and
was consolidation-independent.
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FIGURE 2 | (A) Task design from Stanek et al. (submitted). The task was designed to dissociate two putative Dopamine (DA) dynamics during reward anticipation—a
rapid phasic response scaling with expected reward value, and a prolonged response that increases with uncertainty (following Fiorillo et al., 2003). These profiles are
indicated by shaded triangles relative to trial events. Reward certainty and stimulus presentation epoch were manipulated trial-to-trial. Cues associated with 100%,
50%, or 0% reward probability were presented for 400 ms. Cue-reward relationships were learned and tested prior to task performance. Incidental encoding objects
were presented either immediately following the cue (Early Epoch; 400 ms anticipation period) or shortly before the anticipated reward outcome (Late Epoch;
3000–3600 ms anticipation period). Following reward outcome, participants responded to a probe (yes/no answer; location counterbalanced) asking whether or not
they had received a reward. (B) Early Epoch memory performance linearly increased with expected reward value in the 24-h retrieval group (performance
100% > 50% > 0%) but not in the immediate encoding group. (C) Late Epoch memory performance was greatest for items encoded during reward uncertainty
(50% > 100% and 50% > 0%) in both the immediate and 24-h retrieval groups. Asterisks indicate significant effects (p < 0.05).

REWARD ANTICIPATION DYNAMICS:
SYNTHESIZING ACROSS FINDINGS

While these studies were conducted with different original
aims (examining reward interactions with probability vs.
advance task information), in distinct cognitive domains,
manipulations of reward timing across the two studies provide
parallel contrasts of putative dopaminergic dynamics. Reward
anticipation prior to target in Chiew and Braver’s Early
Incentive condition (Experiment 2) and object encoding
in Stanek et al.’s Late Epoch both correspond to the
timescale associated with prolonged, ramp-like DA responses
during reward anticipation: 2–8 s (Fiorillo et al., 2003;
Howe et al., 2013; Totah et al., 2013). In contrast, reward
anticipation prior to target in Chiew and Braver’s Late
Incentive condition (Experiment 2) and object encoding in
Stanek et al.’s (submitted) Early Epoch both correspond to
the timescale for phasic DA following reward cue (<500 ms;
Schultz et al., 1997). Given similarities in reward timing,
considering the effects of these studies together may help inform

the functions of prolonged and phasic DA across cognitive
domains.

Cognitive Performance During Putative DA
Ramping
Prolonged reward anticipation was associated both with
enhanced control (Chiew and Braver, 2016) and with enhanced
memory for incidental stimuli (Stanek et al., submitted);
however, in both studies, these effects were specifically seen in
interaction with other experimental factors. Chiew and Braver
demonstrated that while interference was lower under prolonged
vs. brief reward anticipation (Early vs. Late Incentive), a specific
control benefit was observed in Early Incentive informed trials.
Stanek et al. (submitted) demonstrated enhanced memory for
objects presented after prolonged reward anticipation (at Late
Epoch) specifically under high reward uncertainty (50%, vs. 0%
or 100%, probability).

These experimental manipulations are obviously
different—task-informative cues arguably reduced task
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uncertainty in the control task, while the 50% cue increased
reward uncertainty in the memory task. However, we argue
that both the task-informative cue and the reward uncertainty
cue may act as ‘‘need-for-control’’ signals facilitating learning
via increased environmental monitoring, yielding convergent
benefits to both control and memory, specifically under
prolonged reward anticipation. A recent review argues that
uncertainty may overlap with cognitive control conceptually
and neurally (Mushtaq et al., 2011): when upcoming events
are highly unpredictable, this uncertainty indicates the need to
actively regulate and update environmental representations to
improve predictions and optimize behavior. Consistent with
this, increasing perceptual uncertainty has been associated with
increased monitoring-related activity in ventral striatum and
with shifts in task strategy (Buzzell et al., 2016).

Thus, both uncertainty and task-informative cues may serve
as examples of signals indicating the need and opportunity
for increased control. We further suggest that these elicitors
of control indicate that upcoming stimuli are goal-relevant
and prime the cognitive system for enhanced learning, given
evidence that increased control enhances subsequent memory
for task-relevant stimuli (Richter and Yeung, 2015). These
observations lead to testable hypotheses that both uncertainty
and explicit control signals under prolonged reward anticipation
will benefit cognitive control and subsequent memory for
task-relevant information, and that these benefits should be
supported by prolonged, ramping dopaminergic activity.

Cognitive Performance During Putative
Phasic DA
When a reward cue was presented <500 ms before target in
Chiew and Braver (2016), response speeding was observed
in incentive vs. non-incentive trials but interference did
not decrease.This suggests that incentives did not enhance
control under these conditions. When reward cue was
presented <500 ms before incidental stimuli in Stanek et al.
(submitted), subsequent memory for those stimuli scaled with
expected reward value (100% > 50% > 0% reward probability)
but only post-consolidation (24-interval).

Phasic DA has been proposed as a mechanism by which
representations are updated in working memory as well as
a means by which value functions update in reinforcement
learning (Westbrook and Braver, 2016). Our results under
rapid reward cueing—response speeding without increased
control, and enhanced episodic memory performance post-
consolidation—do not correspond neatly to these purported
functions. Some evidence suggests that DA modulates response
speeding—decision thresholds during speeded response may be
mediated by a DA-modulated cortico-basal ganglia network (Lo
and Wang, 2006), and reward-related improvement in both
accuracy and speed, ‘‘breaking’’ the speed-accuracy tradeoff, may
be attributable to DA-based effort deployment (Manohar et al.,
2015). However, Chiew and Braver (2016) used a strict time
cutoff which may have prohibited reward-based ‘‘breaking the
tradeoff’’; additional evidence suggests that DA manipulations
do not always alter speed-accuracy tradeoff (Winkel et al., 2012).

Further, these investigations did not disentangle possible DA
roles at different temporal dynamics. Thus, while this literature
indicates a potential role for DA in adjusting response speeding,
considerable ambiguity remains.

Regarding episodic memory, it has been argued that DA
input to hippocampus operates on multiple timescales (Lisman
and Grace, 2005; Shohamy and Adcock, 2010), but potentially
separate influences of phasic and sustained DA effects on
episodic memory have yet to be comprehensively characterized.
Stanek et al. present evidence for reward effects on episodic
memory, corresponding to phasic DA, that scale with expected
reward value and depend on consolidation. This finding is
consistent with observations of a relationship between DA and
consolidation-dependent effects on memory (Bethus et al., 2010;
McNamara et al., 2014; Gruber et al., 2016) but expands on these
findings with novel evidence that the DA-memory relationship
might differ as a function of temporal dynamics. Together,
our control and memory results under phasic reward can be
considered consistent with prior research, but these findings
are also somewhat disparate and difficult to integrate with each
other. We suggest that this reflects important gaps in existing
literature. Specifically, phasic DA effects on learning have been
discussed largely in terms of reward prediction errors, and
timing-specific DA effects on control or episodic encoding have
not been clearly delineated. Further investigation is needed
to characterize these potentially distinct effects and facilitate
conceptual integration across cognitive domains.

FUTURE DIRECTIONS

We review these two empirical studies side-by-side to compare
effects of prolonged vs. brief reward anticipation, eliciting
putative ramping and phasic DA respectively, on cognitive
control and episodic memory encoding. We argue that this
comparison reveals important potential commonalities in reward
anticipation effects between the two studies, as well as
highlighting directions for future research. We summarize these
points below.

Both memory and control performance was enhanced for
stimuli following prolonged reward anticipation, specifically
when combined with reward uncertainty (memory task) and
advance information of control demand (control task). On
this timescale, DA neurons have been shown to exhibit
gradually increasing (ramping) anticipatory activity, scaling
with reward uncertainty (Fiorillo et al., 2003). Given prior
argument that uncertainty serves to signal cognitive control
demand (Mushtaq et al., 2011), we suggest that a similar
ramping signal could have supported enhanced control, in
response to task-informative cues, in Chiew and Braver (2016).
Potential commonalities in cognitive control and memory
effects following brief reward anticipation (corresponding to
phasic DA) are less straightforward, but observed control
performance (response speeding without enhanced control)
and memory performance (enhanced consolidation-dependent
memory scaling with expected reward value) dovetail with
prior evidence for DA involvement in response speeding and
episodic encoding. In all, however, prior literature suggests
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that distinct functional roles of different DA dynamics (phasic
vs. ramping vs. tonic) in supporting cognition have not been
clearly delineated. Future work will be needed to address
this conceptual gap. We offer more specific predictions for
cross-domain investigations clarifying a potential role for
prolonged, ramping DA across control and memory processes
below.

First, our argument that both uncertainty and
task-informative cues might elicit cognitive control and
prime the cognitive system for enhanced learning leads to
the hypothesis that, in a cognitive control task such as the
one used by Chiew and Braver (2016), memory should be
enhanced for target stimuli under conditions where high control
is elicited. Specifically, under the combination of prolonged
reward anticipation and task-informative cue, task control and
subsequent memory for target stimuli may be highest, and
supported by a ramping dopaminergic response. Further, given
results that increased control can increase memory selectivity
for task-relevant vs. irrelevant stimuli (Richter and Yeung, 2012;
Chiu and Egner, 2016), we hypothesize that memory benefit will
be specific to task-relevant stimuli. Using a control paradigm
with targets and distractors, such as our flanker task (Chiew and
Braver, 2016), with more complex, encode-able stimuli and a
subsequent memory test would allow testing of this hypothesis.
Likewise, it would be interesting to examine whether reward
uncertainty during a prolonged anticipation period would lead
to enhanced control. These investigations could help clarify
whether uncertainty should be considered a ‘‘need-for-control’’
signal and its behavioral influence across multiple cognitive
domains.

These investigations further set up predictions regarding
DA dynamics during reward anticipation. While ramping
DA signals have not yet been demonstrated in humans, our
laboratory recently demonstrated distinct timescales of activity

in human ventral tegmental area (VTA), the primary source of
forebrain DA, during novelty processing (Murty et al., 2016).
Additionally, ramping activity dynamics have been explicitly
modeled in rostrolateral prefrontal cortex as a function of task
sequence position (Desrochers et al., 2015). Characterizing a
human ramping DA response could potentially build on these
approaches.

CONCLUSION

In this perspective article, we reviewed two studies, examining
cognitive control and episodic memory performance, using
parallel reward anticipation manipulations potentially capturing
prolonged vs. phasic dopaminergic responses. Examining
behavior as a function of reward anticipation timing across these
two paradigms may help elucidate influences of prolonged vs.
phasic DA on cognition and what experimental factors may be
important to eliciting these states. We argue that the role of
phasic DA in functions beyond reinforcement learning needs to
be more clearly characterized and suggest future experimental
work to further investigate potential effects of ramping DA
on behavior. This work will help improve characterization of
dopaminergic effects at different timescales and their influences
on cognition, advancing our understanding of goal-directed
behavior.
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